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요 약
Massive data in agriculture are generated in every minute through multiple kinds of devices and services such as sensors, social networks, and agricultural web markets. It leads to the challenges of big data problem including data collection, data storage, and data analysis. Although some systems have been proposed for collecting data of agriculture products from the Internet, they are restricted either in the type of data (e.g., only historical data), the type of storage (e.g., only one local disk on a single computer), or the size of data they can handle. In this paper, we design and implement a system in distributed mode for crawling the big data of agriculture product prices from the Internet. Our system consists of two modules: one module is to crawl the product prices data in real-time manner based on Flume framework and another module is to crawl historical product prices data based on Hadoop framework. We used Jsoup API to extract the product information from the web, then stored the data in Hadoop Distributed File System (HDFS). Our system provides huge data which can be used for predicting the trend of agricultural products market price and delivering valuable and helpful market information for farmers and agribusinesses.

1. Introduction

Big data plays an important role in modern agriculture development. It has been a key driver of the progress made in precision agriculture, whereby farmers and agribusinesses are using the resources at their disposal in the most efficient way possible to get maximum yields. However, the massive data in agriculture are generated in every minute through multiple kinds of devices and services such as sensors, social networks, and agricultural web markets. The problem here is how to collect these data from the many sources, and translate it into useful information to improve business processes and solve problems at scale and speed. Therefore, building a system for crawling the big data in agriculture is a particularly evident for agriculture big data analysis platform.

There are several techniques and tools for extracting content from the web as shown in [1][2]. The most popular web page analyzing tools is Jsoup [3] based on Java. Jie Wang et al. [4] has been designed and implemented a agricultural products big data platform based on Jsoup, in which the data was extracted from the URL of agricultural websites. However, their system only supported to deploy on a single computer that encounters of the challenges of big data problem.

Besides, extracting data from the web has a limitation of the number HTTP requests. It often takes a few seconds per request to obtain available resources. Meanwhile, all most agriculture product prices websites provide the data as the form of a table with many pages that need a lot of HTTP requests to crawl these data. For example, in Seobu market website [5], the agriculture product prices data are generated in around six hundred pages per day. Therein, the data are updated continuously in every a few minutes. Therefore, the crawling system needs to support of extracting data in parallel and real-time fashion to achieve the high performance as well as the availability of data.

In this paper, we present a design and
implementation of a system in distributed mode for crawling the big data of agriculture product prices from the web. Our system consists of two modules: one module is to crawl historical product prices data based on Hadoop framework [6] and another module is to crawl the product prices data in real-time manner based on Flume framework [7]. Hadoop has been the most popular framework that provides a parallel computation model MapReduce [8] and Hadoop Distributed File System (HDFS) [9] for solving the big data problems. While Flume is a framework for collecting, aggregating, and transferring huge amounts of data from multiple sources into central data store such as HDFS. Our implementation used Jsoup API to extract the product price data from agriculture market websites, then stored the data in (HDFS). Our system provides huge data that can be used for predicting of agricultural products market price trends and other issues to get valuable market information available to farmers and agribusinesses.

2. Background

In this section, we describe an overview of Hadoop and Flume framework that are used for big data crawling in this paper. We also present about Jsoup API that is use to extract the information from the web.

2.1 Hadoop/MapReduce

Apache Hadoop is a framework that allows for the distributed processing of large data sets across clusters of computers [6]. The current Hadoop version consists of four main components: (1) HDFS (Hadoop Distributed File System) that provides high-throughput access to application data, (2) YARN (Yet Another Resource Negotiator) that is a framework for job scheduling and cluster resource management, (3) MapReduce is a YARN-based system for parallel processing of huge datasets, and (4) Hadoop Utilities that provides common utilities to support the other Hadoop modules.

MapReduce is a programming model that supports to run programs in parallel on large distributed system. This model uses a map function that processes a key/value to generate a set of intermediate key/value pair and a reduce function that gathers all values with the same intermediate key to process and returns the results.

2.2 Apache Flume

Flume is a top-level project at the Apache Software Foundation. While it can function as a general-purpose event queue manager, in the context of Hadoop it is most often used as a log aggregator, collecting log data from many diverse sources and moving them to a data store such as HDFS.

Flume is made up of five main components as follows: (1) Event is a singular unit of data that is transported by Flume (typically a single log entry); (2) Source is the entity which data enters into Flume, and it is responsible to listen and consume events (data) coming from client (e.g., logs databases) and forwards them to one or more channels; (3) Sink is the entity that delivers the data to the destination; (4) channel is the conduit between the Source and the Sink; and (5) agent is a collection of sources, sinks and channels in which a Flume source receives events delivered to it from external source, then Flume channel is a passive store (in-memory, file, and so on) that keeps the event until it is consumed by a Flume sink.

2.3 Jsoup API

Jsoup is a Java library for working with real-world HTML. It provides a convenient API for extracting and manipulating data, using the best of DOM, CSS, and jQuery-like methods. To extracting the data from the web, we first provide relative URL to Jsoup for making a connection and parsing a HTML document. After parsing a document, and finding some elements, we can get the data inside those elements through attributes and methods.

3. Design and Implementation of the Crawling Agriculture Product Prices System

Our goal is to build a system for collecting of agriculture product prices in both two cases: real-time data and historical data

3.1 Design of Real-Time Data Crawling Module

This module is designed to crawl the data generated by other systems or services. To simplify the crawling process, we use Flume’s powerful streaming capabilities for efficiently collecting and moving large amounts of data into HDFS.

There are many kind of data sources can be handled by Flume such as logs, sensor data, and social media, in this paper, we use text files as the logs data source of product price. This types of data can be landed in Hadoop for future analysis using big data techniques such as MapReduce programing model.

Figure 1 shows our design for collecting data using Flume. In this model, we specify type of source is Exec that runs with a given command (e.g., tail -F [file]) and the output data is continuously produced. Here, the memory is used as a Flume Channel, in which the records (events) are stored in an in-memory. Note that,
of shuffle and sort phases are ignored. The model for historical data collecting using Hadoop is as shown in Figure 2.

In Figure 2, each map function calls DataCrawl procedure that receives the input arguments from the content of a input file in HDFS, then uses Jsoup API to connect and extract data from the web corresponds to input url, code, year, and month. It means that each map function is used to collect the product price data in a agriculture web market at a specific year and month (more details see in the next section).

3.3 Implementation

In this section, we present implementation of data crawling model using MapReduce and Jsoup API to extract data from the web as shown in Algorithm 1.

![Algorithm 1 Procedure DataCrawl is used to crawl the data from the web](image)

3.2 Design of Historical Data Crawling Module

The historical data that we mention in this paper related to agriculture product price that provide by agriculture web markets, e.g., Seobu Market [5]. For big data analysis, more data is better than more sophisticated modeling. Thus, we design this module for collecting the data from many web sites in the Internet. For each site, we crawl the data from a few years past to current. We observe that, in the most of Korea agriculture web markets, the data structure of displaying product price is similar and the amount of data per year is approximately two millions of records. Therefore, we use Hadoop framework with MapReduce programming model to build this module.

Event though MapReduce provides us two functions map and reduce to handle big data as we mentioned in previous section, for this proposed, we skip reduce function because it is unnecessary in this work that just collects data and saves it to HDFS. Moreover, skipping reduce takes advantage in saving time because

![Figure 2. The model for historical data collecting using Hadoop](image)
machines: one machine for master node, and four others for compute nodes. Each compute node has 4 CPUs and 8GB of RAM. All algorithms are implemented in Java.

For real-time data collecting, we deployed Flume on master node, in which, one agent is configured to collect the data that are generated by Seobu Market. We implemented an application to simulate a service that provides product price data in real-time manner, the data are collected from the Seobu Market site and generated to the text file in every two minutes. The Flume agent monitor this file and transfer the data to HDFS in our system as shown in Figure 3.

![Image](image_url)

Figure 3. The data stored in HDFS collecting by Flume

Table 1. The result of data collecting from the web using Hadoop/MapReduce

<table>
<thead>
<tr>
<th>Data source</th>
<th>Number of Items</th>
<th>Size (MB)</th>
<th>Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seobu Market site</td>
<td>760,801</td>
<td>59</td>
<td>788</td>
</tr>
<tr>
<td>Eomgung Market site</td>
<td>677,866</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,438,667</td>
<td>117</td>
<td></td>
</tr>
</tbody>
</table>

For historical data collecting, we experimented with crawling data that generated by two sites Seo Market [5] and Eomgung Market [10] in 6 months from January 2016 to June 2016. The result is as shown in Table 1. The total time for collecting these data is 788 minutes.

5. Conclusion

We presented a design and implementation of a system for crawling the big data of agriculture product prices from the Internet. In our system, Apache Flume is used to crawl the real-time data, which simplifies collecting from many data sources and transfers data to HDFS. While Hadoop framework is used to collect the historical data as big data, in which only map function is utilized in combination with Jsoup API to speed aggregate data. In the future work, we will focus on development of big data platform for analysis the data which are collected by our proposed in this paper.
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